Thread dump

A thread dump is a snapshot of the state of all threads that are running in your Confluence
instance at the moment. Last log lets you analyze the current thread dump with a single click.

Analyzing thread dumps is very useful when trying to resolve performance problems or other issues
with your Confluence instance. For example, you can gather thread dumps in repeated intervals to see
whether a certain thread is running for a long time and never finishes which usually takes a hit on
performance. Killing the particular thread can free up resources and speed up the other processes in
your Confluence instance.

Access thread dump

You can access the thread dump by selecting Thread dump in the left sidebar under the Last Log section.

Clustering §
B2 53900 removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL

Collaborative Editing

2023-10-09 service. tor.export acheService A
Collaborative editing m e
feedback DETS: 53900 removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL
Content Delivery Network

2023-10-09 CR) service. tor.export.S vice v
Content indexing 08:43:54,900

removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL

Data pipeline

Emoiis 2023-10-09 [CIE) agent.service.check.StaleChecksCleaner -
’ 08:11:54,981

icense Details info Cleaning stale checks

Logging and Profiling 2023-10-09 L servi " tor.export.S vice v
Macro Usage DETE: I8 removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL
Mail
ail Queue 2023-10-03 WARN bleshooting.healthchech SupportHealthCheckProcess v
Maintenance 08:04:30,170 c g ; \ - y ill expi /
ambda$getCompletedStatuses$0 Health check ‘License Expiry’ failed with severity ‘warning': "our subscription will expire in less than 7 days, on 11 Oct 2023. When
Mabile apps your subscription expires, your site will become read-only.’
Menitoring i) CT servi ’ tor.export.Sy Exy " vice ~
Rate limitin, :03:
a 08:05:54.900 removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL
Scheduled Jobs
2023-10-09 IR service.stey itor.export.S E acheService v
System Information
07:58:34.900 removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL
Team Calendars
Troubleshooting and support 2023-10-09 [EIE) service stepexecutor.export SpaceE acheService v
tools .53
07:55:34.900 removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL
ATLASSIAN cLouD 2023-10-09 LT3 service.stey utor.export.SpaceE: acheService -
Migration Assistant 07:48:54,900 . . :
removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL
LASTLOG 2023-10-09 [ITE) service.stepexecutor.export.SpaceE acheService hd
Thread dump 07:43:54,900

removeExpiredCacheEntries Removing export cache entries that have exceeded their TTL

View log
[ TP A

Analyze thread dump

You will be taken directly to the thread dump which gets opened as a plaintext file in a separate tab.

Here you can see the name of the thread, the state of the thread such as RUNNABLE and the stack trace itself showing what the thread in
question is doing at the moment.

When analyzing thread dumps it's important to filter out the noise and find what you're looking for among the unprocessed data. Henceforth, it is
recommended to open the thread dump with a clear plan in mind of what information you'd like to gather from it.
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java.lang.Thread.State: RUNNAELE
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java.base@l?.
java.base@l?.
java.base@l?.
java.base@l?.

.7/sun.nio.ch.Net.accept(Native Method)
.7/sun.nio.ch.NioSocketImpl.accept (Unknown Source)
.7/java.net.Serversocket.implAccept(Unknown Source)
.7/java.net.Serversocket.platformImplAccept (Unknown Source)
java.basef@l7.@.7/java.net.Serversocket. implAccept(Unknown Source)
java.base@l?.@.7/java.net.Serversocket. implAccept(Unknown Source)
java.base@l?.@.7/java.net.Serversocket.accept{Unknown Source)

org.apache.catalina. core.StandardServer.await(Standardserver.java: 6@7)
org.apache.catalina.startup.Catalina.await(Catalina.java:864)
org.apache.catalina.startup.Catalina.start(Catalina.java:510)
java.basefl7.8.7/jdk.internal. reflect.NativeMethodAccessorImpl. invoke@(Native Method)
java.base@l?.2.7/jdk.internal. reflect.NativeMethodAccessorImpl. invoke (Unknown Source)
java.base@l?.@.7/jdk.internal. reflect.DelegatingMethodAccessorImpl. invoke (Unknown Source)
java.base@l7.8.7/java.lang.reflect.Method. invoke (Unknown Source)
app//org.apache.catalina.startup.Bootstrap.start(Bootstrap. java:347)
app//org.apache.catalina.startup.Bootstrap.main(Bootstrap.java:478)
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"Reference Handler" #2
java.lang.Thread.State: RUNNAELE
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“Finalizer" #3

java.base@l7.8.7/java.lang.ref .Reference.waitForReferencePendinglist(Native Method)
java.base@l?.2.7/java.lang.ref.Reference.processPendingReferences (Unknown Source)
java.base@l?.@.7/java.lang.ref.Reference$ReferenceHandler. run{Unknown Source)

java.lang.Thread.State: WAITING
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"signal Dispatcher’

java.base@l?.@.7/java.lang.Object.wait(Native Method)
java.base@l?.@.7/java.lang.ref .ReferenceQueue. remove(Unknown Source)
java.base@l7.@.7/java.lang.ref .ReferenceQueuve. remove (Unknown Source)
java.base@l?.@.7/java.lang.ref.Finalizer$FinalizerThread. run(Unknown Source)

" %4

java.lang.Thread.State: RUNNAELE

"Common-Cleaner” #1@
java.lang.Thread.State: TIMED_WAITING
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java.base@l?.@.7/java.lang.Thread.run(Unknown Source)
java.base@l7.a.7/jdk.internal.mizc.InnocuousThread. run(Unknown Source)
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java.lang.Thread.State: RUNMABLE
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7/jdk.internal.misc.Unsafe.park(Native Method)
7/java.util.concurrent.locks.LockSupport.park (Unknown Source)

7/java.util.concurrent. locks.AbstractQueusdSynchronizer$ConditionNode .block{Unknown Source)
7/java.util.concurrent.ForkJoinPool.unmanagedBlock(Unknown Source)
7/java.util.concurrent.ForkJoinPool.managedBlock(Unknown Source)
7/java.util.concurrent.locks.AbstractQuevedsynchronizer$ConditionObject.await(Unknown Source)
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7/java.util.concurrent.ThreadPoolExecutor. runkWorker {Unknown Source)
7/java.util.concurrent.ThreadPool Executor$lorker. run(Unknown Source)
7/java.lang.Thread.run(Unknown Source)
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If you still have questions, feel free to refer to our support team.


https://apps.decadis.net/display/DECADIS/Support
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